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We provide details of the theoretical calculations of the wave-vector resolved rf signal and a description of the experimental procedures. We also add information about the theoretical analysis of the experimental data.
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Pairing-fluctuation theory

The theoretical approach of Ref. [1] is based on a diagrammatic t-matrix approximation, whereby the fermionic single-particle self-energy $\Sigma(k, \omega)$ includes pairing fluctuations. We have used that approach here to calculate the single-particle spectral function $A(k, \omega)$ for the homogeneous case:

$$A(k, \omega) = -\frac{1}{\pi} \frac{\text{Im} \Sigma(k, \omega)}{[\omega - \xi_k - \text{Re} \Sigma(k, \omega)]^2 + |\text{Im} \Sigma(k, \omega)|^2}$$

where $\xi_k = k^2/(2m) - \mu$. For given wave vector $k$, the frequency structure of the real and imaginary parts of $\Sigma(k, \omega)$ determines the positions and widths of the peaks in $A(k, \omega)$, and is thus responsible for the nontrivial shape of the dispersions of these peaks vs $k = |k|$.

Wave-vector resolved rf spectroscopy

When final-state effects in the rf transition [2, 3] can be neglected (like for the case of $^{40}$K used in the experiment), the rf signal in the normal phase is given by [3]:

$$\text{RF}(\tilde{\omega}) = \frac{1}{\pi N} \int dr \int \frac{dk}{(2\pi)^3} A(k, \xi(k; r) - \tilde{\omega}) f(\xi(k; r) - \tilde{\omega}).$$

Here, $\tilde{\omega} = \omega_{\text{rf}} - \omega_0$ is the detuning frequency where $\omega_{\text{rf}}$ is the frequency of the rf photon and $\omega_0$ the atomic hyperfine frequency, $r$ the position in the trap, $\xi(k; r) = k^2/(2m) - \mu + V(r)$ a local energy with trapping potential $V(r) = m(\omega_x x^2 + \omega_y y^2 + \omega_z z^2)/2$, and $f(\epsilon) = (e^{\epsilon/(k_B T)} + 1)^{-1}$ the Fermi function. The prefactor in Eq. (2) is chosen to make the total area of the rf signal equal unity. Equation (2) is based on a local-density approximation where contributions of adjacent shells in the trap are separately considered.

The rf signal can be analyzed into its individual $k$-components to compare with the experimental technique of Ref. [4]. The resulting wave-vector resolved rf signal is obtained by dropping the $k$-integration and considering one $k$-component at a time. More precisely, the selection is made over the magnitude $k = |k|$ while $k = k/k$ is integrated over the solid angle, yielding:

$$\text{RF}(k, \tilde{\omega}) = \frac{48k^2}{\pi^2} \int_0^\infty dr^2 A(k, \xi(k; r) - \tilde{\omega}) f(\xi(k; r) - \tilde{\omega}).$$

where the factor $k^2$ is from the spherical integration and $r = |r|$ is the radial position in the trap. The prefactor here results by expressing wave vectors in units of $k_F$, energies in units of $E_F$, and radial positions in units of the Thomas-Fermi radius $r_F = [2E_F/(m\omega_0^2)]^{1/2}$ where $\omega_0 = (\omega_x\omega_y\omega_z)^{1/3}$ is the average trap frequency.

Finally, to obtain an expression that can be directly compared with the experimental EDC spectra, it is sufficient to express the frequency $\tilde{\omega}$ in Eq. (3) in terms of the single-particle energy $E_s = k^2/(2m) - \tilde{\omega}$ via the relation $\xi(k; r) - \tilde{\omega} = E_s - \mu(r)$, where $\mu(r) = \mu - m\omega_0^2 r^2/2$ is the local chemical potential in the harmonic trap. This yields eventually:

$$\text{EDC}(k, E_s) = \frac{48k^2}{\pi^2} \int_0^\infty dr^2 A(k, E_s - \mu(r)) f(\xi(k; r) - \tilde{\omega}).$$

The numerical results obtained from Eq.(4) are then convoluted by a Gaussian broadening with a rms of about $0.25E_F$, corresponding to the experimental resolution.

When the interparticle interaction is switched off, $A(k, E_s - \mu(r); r)$ is given by $\delta(E_s - k^2/(2m))$. This defines the zero of the single-particle energy in the EDC curves as the energy of an isolated atom at rest. The chemical potential has thus disappeared from the free-particle branch $k^2/(2m)$, which remains positive for all $k$ and can be used to reckon the value of the pseudogap.

Experimental procedures

We refer to Ref. [5] for a detailed description of the experimental techniques and procedures. Here, we add a few comments that are specifically relevant to the data presented in the main paper.

These data are taken at $T/T_c = 1.0 \pm 0.1$, where $T_c$ is determined in the trapped system by the vanishing of the measured condensate fraction. Note, however, that, because the density of the trapped gas is spatially inhomogeneous, the local critical temperature decreases away from the cloud center.
The experimental data reported in Fig. 2(a) of the main paper have been analyzed in terms of the BCS-like dispersion:

$$E_s(k) = \tilde{\mu} - \sqrt{\left( \frac{k^2}{2m} - \frac{k_L^2}{2m} \right)^2 + \tilde{\Delta}^2}$$  \hspace{1cm} (5)

where $k_L \approx k_F$ is the special wave vector about which the back-bending occurs and $\tilde{\mu}$ accounts for an overall (upward) displacement of the dispersion curves. Note that, contrary to the homogeneous case, in a trap $\tilde{\mu}$ is not related to the value of the thermodynamic chemical potential close to $T_c$.

A $\chi^2$-analysis of the data in the interval $0.0 \leq k/k_F \leq 2.0$ yields the fits shown in Fig. 2(a) of the main paper (circles) are fitted over the interval $0.0 \leq k/k_F \leq 2.0$ by the BCS-like dispersion of Eq.(5) (full lines). The free-particle dispersion $k^2/(2m)$ is also shown for comparison (thin full lines).

FIG. S1. $\chi^2$-fit to the experimental data. The experimental data of Fig. 2(a) of the main paper (circles) are fitted over the interval $0.0 \leq k/k_F \leq 2.0$ by the BCS-like dispersion of Eq.(5) (full lines). The free-particle dispersion $k^2/(2m)$ is also shown for comparison (thin full lines).

It was already remarked in the main paper that an absolute comparison can be made between the experimental and theoretical EDC curves at given coupling and wave vector, in such a way that only their overall integral over $k$ and $E_s$ (and not the individual EDC curves) are normalized to unity. This is possible because the experimental radio frequency data (from which the EDC curves are obtained) were taken for the first time over a wide range of $\omega$, such that their long high-frequency tail could be determined and accurately compared with the $\omega^{-3/2}$ behavior predicted theoretically [2].

The same analysis also shows that pairs of $(\tilde{\mu}, \tilde{\Delta})$ with $\tilde{\mu} - \tilde{\Delta} = \text{constant}$ produce comparable $\chi^2$ tests. From Eq.(5) we note that $\tilde{\mu} - \tilde{\Delta} = E_s(k_L) \equiv E_{\text{max}}$ corresponds to the maximum value of $E_s(k)$. For the five couplings here considered we obtain the values $E_{\text{max}}/E_F = (0.40, 0.24, -0.5, -1.1, -1.8)$, in the order.

Using these values, one can extract a rough estimate of a (trap averaged) pseudogap energy, by relating them with the free-particle dispersion $k^2/(2m)$ at $k_L$. The $k^2$-dispersion can, in fact, be considered as a lower bound to the dispersion of the upper branch in the EDC curves, which results from the two-peak structure of $A(k, \omega)$ in the presence of a pseudogap [1] and behaves like $k^2/(2m)$ for $k_F \ll k$. [In the analysis of the experimental data the visibility of this upper branch is suppressed by the presence of the Fermi function.] The values we obtain for $[k_L^2/(2m) - E_{\text{max}}]/2$ are (0.38, 0.34, 0.58, 0.82, 1.08)$E_F$ for the five couplings of Fig. S1, which are in line with the expected trend for the pseudogap of a homogeneous system (cf. Fig. 17 of Ref.[1]).

**Determination of $k_L$ for a homogeneous system**

A comment is in order about the procedure for identifying the Luttinger wave vector $k_L$ for a homogeneous system, as reported in Fig. 3(a) of the main paper.

Quite generally, $A(k, \omega)$ given by Eq.(1) has a pronounced peak when the following condition is satisfied

$$\omega - \xi_k - \text{Re}\Sigma(k, \omega) = 0$$  \hspace{1cm} (6)

and provided $\text{Im}\Sigma(k, \omega)$ is sufficiently small. In a BCS-like situation we write:

$$\Sigma(k, \omega) \approx \frac{\Delta_{pg}^2}{\omega + i\eta + \xi_k + \delta\mu} = \delta\mu$$  \hspace{1cm} (7)

with $\eta = 0^+$ and $\delta\mu = \mu - \mu_L$ where $\mu_L = k_F^2/(2m)$. Note that the shift $\delta\mu$ is the part of the self-energy which is
Eqs. (6) and (7) then yield:

$$\omega \approx -\sqrt{(\xi_k + \delta \mu)^2 + \Delta_{pg}^2} = -\sqrt{\left(\frac{k^2}{2m} \right)^2 + \Delta_{pg}^2}$$

(8)

for the lower branch (which has the largest spectral weight for $k \approx k_L$), where $\omega$ is measured with respect to the chemical potential. The maximum value $\omega \approx -\Delta_{pg}$ is for $k = k_L$ where the back-bending occurs. For increasing temperature such that $\Delta_{pg}$ closes up eventually, Eq. (6) yields accordingly $k = k_L$ for $\omega = 0$, which corresponds to the familiar condition for a Fermi liquid [6].

Figure S2 shows a typical temperature evolution of the dispersion $\omega(k)$ obtained by following the peak at lower energy in $A(k, \omega)$ for a homogeneous system at unitarity. The four curves correspond to temperatures $T/T_c = (1.0, 1.2, 1.65, 4.0)$ from bottom to top.

Additional theoretical analysis of the experimental data

In the expression (4) the presence of the Fermi function $f(\omega)$ may be of considerable help for the analysis of the dispersion of the low-$\omega$ peak, in situations when two broad non-Lorentzian structures in $A(k, \omega)$ merge together over a limited range of $k$. This is because multiplication of $A(k, \omega)$ by $f(\omega)$ in that expression acts effectively as a “filter” for the low-$\omega$ structures of $A(k, \omega)$, in particular for those values of $\omega$ through which the back-bending occurs in the dispersion.

This is shown explicitly in Fig. S3, where the dispersion of the low-$\omega$ peak of $A(k, \omega)$ (corresponding to a homogeneous system with the density of the shell at $r = r_{\text{max}}$ for the trap coupling $(k_F a_F)^{-1} = 0.15$) is drawn (full line) only for those values of $k$ for which two peaks in $A(k, \omega)$ appear clearly distinguishable. This procedure results in two arcs separated by an empty window. A single BCS-like fit (dotted line) to these two disconnected arcs via Eq. (5) provides the value $\Delta_{\text{max}}(r_{\text{max}})/E_F = 0.77$, in reasonable agreement with the value determined for the whole trap. Figure S3 shows also the dispersion (dashed line) obtained by multiplying $A(k, \omega)$ by $f(\omega)$, in such a way that the low-$\omega$ peak can be smoothly followed even in the $k$-window that had to be excluded before. This procedure does not appreciably alter the values obtained by the BCS-like fit.

This conclusion is consistent with the fact that the lack of a spectral depression in $A(k, \omega)$ in a limited range of $k$ does not necessarily lead to disappearance of the pseudo-gap in integrated quantities, like the single-particle density of states (DOS) [8], where a spectral depression survives at much higher temperature than in $A(k \approx k_F, \omega)$ [cf. the inset of Fig. 4(b) of the main paper, where a calculation of the DOS is explicitly reported].

The presence of the factor $f(\omega)$ in Eq. (4) obviously affects more the large-$\omega$ than the low-$\omega$ peak of the EDC curves. The discrepancies that are evident in the large-$\omega$ peak from Fig. 1 of the main paper, when comparing experimental and theoretical EDC curves at $T_c$ for the couplings 0.45 and 0.57, can accordingly be attributed to the larger absolute values of $T_c$ at which the theoretical spectra are calculated [7], with respect to the experimental values of $T_c$ at which the data are taken.

In Fig. S4 we reproduce the experimental EDC (circles) from Fig. 1 of the main paper for the two couplings 0.45
FIG. S4. The experimental EDC (circles) for the two couplings 0.45 and 0.57 are reproduced from Fig. 1 of the main paper, and compared with theoretical calculations (full lines) in which the temperature in the Fermi function has been decreased to $0.7T_c$. The theoretical curves reported in Fig. 1 of the main paper are also reproduced here (dashed lines).

and 0.57, and compare them with the theoretical calculations (full lines) in which the temperature in the Fermi function has been decreased to $0.7T_c$ while the temperature in $A(k, \omega)$ is kept at $T_c$. This procedure is consistent with the fact that in this coupling range the theoretical approach overestimates the absolute value of $T_c$ by about 30%, while close to $T_c$ the spectral function depends essentially on the relative temperature $T/T_c$. This procedure, albeit empirical, goes in the right direction of reducing the height of the high-$\omega$ peak of the EDC curves making it closer to the experimental value, while affecting only slightly the low-$\omega$ part of the EDC curves.

The numerical difference between the theoretical and experimental values of $T_c$ for a homogeneous Fermi gas at unitarity is also evident from Fig. 4(c) of the main paper, although this difference is immaterial to the sake of the argument that was there raised.

**Specific heat of a non-interacting Fermi gas**

In Fig. 4(c) of the main paper the behavior of the specific heat of a non-interacting Fermi gas was reported for comparison over the temperature interval $0.2 \lesssim T/T_F \lesssim 0.6$, which was relevant to the experimental data shown in the same figure.

It is interesting to show the same quantity over a more extended temperature range which reaches $T = 0$. This is done for $0 \leq T/T_F \leq 1$ in Fig. S5, where the specific heat per particle of a non-interacting Fermi gas is reported vs $T/T_F$ (full line) and compared with its linear approximation $(k_B \pi^2/2) T/T_F$ (dashed line) that holds when $T/T_F \ll 1$. Note that for $T/T_F = 0.2$ this linear approximation deviates from the full calculation already by about 20%.

An analogous linear behavior is known to result for a Fermi liquid when $T/T_F \ll 1$, although with a different slope reflecting the renormalization of the mass [9].