Multipole wave functions for photoelectrons in crystals. II. Examples of constant-energy-surface harmonics. Application to the s-d bands of Cu

G. Strinati
Department of Physics, University of Chicago, Chicago, Illinois 60637
(Received 24 October 1977)

We construct a complete set of multipole wave functions for an electron in a crystal, appropriate to describe single-center phenomena. The set consists of superpositions of the Bloch waves of given energy \( E \), weighted by a set of harmonics which is complete and orthonormal over the constant-energy surface \( E_\nu(k) = E \). We give prescriptions to label these harmonics. Numerical examples are discussed for the s-d bands of Cu. The case of a spherical constant-energy surface, whose harmonics are the spherical harmonics, reappears as a degenerate limit.

I. INTRODUCTION

A few years ago Fano suggested\(^2\) a generalization of concepts and techniques of the quantum-defect theory of atomic and molecular spectra to describe single-center phenomena occurring in crystalline solids, namely, photoabsorption from inner shells and isolated impurities. The initial implementation of that approach\(^3\) did not include applications and was subject to restrictions that are lifted in the present and in its companion paper. One can find in the recent literature both theoretical\(^4\) and experimental\(^5\) instances in favor of a relatively simple theory which would connect atomiclike effects and band properties. While we are still far from a direct comparison with the experimental evidence, we feel encouraged to report on the substantial progress that has been made thus far. This introductory section describes our theoretical approach.

As the presence of a localized “center” spoils the translational symmetry of the Hamiltonian operator, the final state of a photoelectron cannot be simply described by a single Bloch wave, an eigenfunction of the perfect crystal Hamiltonian. The effect of the vacancy created by photoionization is assumed to be localized within a few crystal cells about the “central” cell. We then divide the crystal into two regions: (i) an internal region which is perturbed; (ii) an external region where the crystal is unperturbed. The two regions can be treated with different approaches\(^6\): (a) in the internal region we shall have to perform the numerical integration of a molecular-type many-body Schrödinger equation; (b) in the external region the solution can be expressed analytically in terms of the eigenfunctions of the unperturbed problem, i.e., Bloch waves. Owing to the exclusion of a finite volume, \( \mathbf{k} \) vectors belonging to the Brillouin zone \( \Omega \) must now be complemented by complex \( \mathbf{k} \) vectors. Using a standard technique of mathematical physics, we will expand a general solution in the external zone, about its center, into an appropriate, complete set of multipole waves and then identify that particular solution which joins smoothly to the internal zone solution. To this end, we have to develop concepts and techniques which will enable us to match a molecular-like problem (internal region) to the description of a uniform crystalline medium (external region).

Earlier studies of scattering by a potential of finite range in a crystal\(^7\) have presented contrasting features. Basically one follows the Lippmann-Schwinger formalism in which the wave function of the scattered particle is identified at large distances from a localized potential with reference to a particular \( \mathbf{k} \) vector. On the other hand, the Bloch waves are then expanded into Wannier functions which are deemed appropriate to the treatment of a localized perturbation. These studies, however, do not discuss the effect of the long tails of the Wannier functions which are related to singular behavior of the Bloch waves in the proximity of loci of degeneracy in \( \mathbf{k} \) space. These two aspects will be reconciled in our approach by considering superpositions of Lippmann-Schwinger solutions identified by different \( \mathbf{k} \) vectors which smooth out the effect of singularities and thus confine the importance of the tails of the Wannier functions. It follows indeed from the complementarity of position and wave vector that singularities of Bloch functions in a limited region of \( \mathbf{k} \) space are not very relevant to the effects of a perturbation localized in physical space.

The aim of the present paper is to show how the coefficients of the superpositions of Bloch waves [Eq. (2.3)] can be calculated in the case of a specific physical system, namely, copper. The quadratic interpolation scheme of Mueller et al.\(^8\) has been adopted for this purpose because of its built-in smoothing of the \( \mathbf{k} \)-space singularities. The study of the singularities itself involves broad questions of band theory (convergence of the Wannier series, symmetry classification of the Wan-
nier functions, phase normalization of the Bloch waves) which greatly exceed the scope of the present paper and are deferred to the following one.

The paper is organized as follows. Section II introduces multipole wave functions and harmonics of the constant-energy surface in a crystal as the appropriate generalizations of the spherical Bessel functions and the spherical harmonics, respectively. Section III develops a recursion procedure which defines these harmonics and discusses the numerical techniques. In Sec. IV some characteristic features of the harmonics are analyzed for the case of copper.

II. MULTIPOLe WAVES: REGULAR SOLUTIONS

In the presence of an isolated impurity the Hamiltonian of the system loses the translational invariance characteristic of a perfect crystal but still possesses point-group symmetry about a central cell. (We consider for simplicity lattices with a single atom in each unit cell and a center of inversion at the atom.) As in a molecular problem, we classify the eigenfunctions of the Hamiltonian according to their energy and to the symmetry species to which they belong. We use the symbols $\Gamma$ and $i$ to indicate an irreducible representation of the point group of the lattice and one of its rows, respectively. Because the number of representations of finite groups and their dimensionalities are finite, we need additional indices, which range over an infinite set of values, in order to classify a complete set of given energy $E$.

In the course of this paper we restrict our attention to the subset of real $k$ vectors belonging to the Brillouin zone $\Omega$. Multipole waves with energy $E$, which are regular, i.e., not singular at the center, are then obtained by a unitary transformation of the solutions of the unperturbed crystal, i.e., of the set of Bloch waves $\{\varphi_n(\mathbf{F}; \mathbf{k})\}$ with energy

$$ E_n(\mathbf{k}) = E. \tag{2.1} $$

This relation defines a constant-energy surface in the Brillouin zone. We consider here one "band" at a time and allocate the eigensolutions to a particular band by using the ordering labeling.\(^9\)

In order to separate energy and surface variables, the label $\mathbf{k}$ is replaced by the corresponding energy $E$ and by orthogonal coordinates $(\xi, \eta)$ over the constant-energy surface.\(^10\) The Bloch waves are then normalized per unit range of the new continuous variables:

$$ \varphi_n(\mathbf{F}; E, \xi, \eta) = \left[ \frac{\delta(k_x, k_y, k_z)}{\delta(E, \xi, \eta)} \right]^{1/2} \varphi_n(\mathbf{F}; \mathbf{k}). \tag{2.2} $$

The unitary transformation connecting the set of Bloch waves $\{\varphi_n(\mathbf{F}; E, \xi, \eta)\}$ to the corresponding set of multipole waves of given symmetry species, replaces the two continuous parameters $(\xi, \eta)$ by an infinite set of indices, $(L, q)$, whose meaning has been considered in Ref. 3. Indicating the unitary transformation by $\langle \xi \eta | \Gamma | L q \rangle_{E_n}$, we define the set of regular multipole waves by the prescription:

$$ d^{\Gamma i L q} \varphi_n(\mathbf{F}; E_n) = \int \delta(\xi, \eta) \varphi_n(\mathbf{F}; E, \xi, \eta) \times \langle \xi \eta | \Gamma | L q \rangle_{E_n}. \tag{2.3} $$

By definition, the set $\{\langle \xi \eta | \Gamma | L q \rangle_{E_n}\}$ is complete and orthonormal over the constant-energy surface, Eq. (2.1). We set

$$ \langle \xi \eta | \Gamma | L q \rangle_{E_n} = \frac{1}{\sqrt{\Omega}} e^{i \theta_{0,n}(\xi)} \left[ \frac{\delta(k_x, k_y, k_z)}{\delta(E, \xi, \eta)} \right]^{1/2} \times P_{L q}(\mathbf{k}), \tag{2.4} $$

where $\{P_{L q}(\mathbf{k})\}$ is a complete and orthonormal set of polynomials in the fundamental domain $\Omega$ belonging to the non-negative density function\(^11\)

$$ \delta(E - E_n(\mathbf{k}))/\Omega, \text{ i.e., such that} $$

$$ \frac{1}{\Omega} \int_{\Omega} d\mathbf{k} \delta(E - E_n(\mathbf{k})) P_{L q}^{(i)}(\mathbf{k}; E_n) P_{L' q'}^{(i')}(\mathbf{k}; E_n) $$

$$ = \delta_{L,L'} \delta_{q,q'}. \tag{2.5} $$

The phase factor $e^{i \theta_{0,n}(\xi)}$ is related to the choice of the relative phase of the Bloch waves for different $k$, to be discussed in the companion paper.

Note the close analogy between Eq. (2.3) and the familiar integral representation of the spherical Bessel (regular) function of order $l^2$:

$$ i^{l_1} j_{l_2}(\mathbf{kr}) Y_{l_2}^{m_2}(\mathbf{F}) = \frac{1}{4\pi} \int_{4\pi} d\theta' e^{i \theta'} \cdot i Y_{l_2}^{m_2}(\mathbf{k}). \tag{2.6} $$

This function constitutes the component of angular momentum $l$ of a plane wave. It describes the motion of a particle about a "center" in empty space. The corresponding constant-energy surface $E = k^2$ has spherical shape. Equation (2.6) still forms part of the solution when a spherical potential of bounded range is turned on. In this case, the state of a particle with angular momentum $l$ is described, beyond the range of the potential, by a superposition of the spherical Bessel function (2.6) and of the spherical Neumann (irregular) function. The latter can also be expressed by means of an integral of the form (2.6), but the vector $\mathbf{k}$ now ranges over an appropriate surface in the complex domain.\(^13\)

The wave packet (2.3) generalizes Eq. (2.6) to nonspherical constant-energy surfaces. The corresponding generalization of the spherical Neumann function will be carried out in a future paper. The
set \( \{ \langle \eta | \Gamma L q \rangle \} \) can thus be described as the 
harmonics of the constant-energy surface.\textsuperscript{14}

The rest of the paper will deal with a numerical example of the construction of the orthonormal polynomials \( P^{(\Gamma \ell \ell_\gamma)}(\vec{k}; E_\mu) \).

III. NUMERICAL CALCULATION
OF THE POLYNOMIALS \( P^{(\Gamma \ell \ell_\gamma)}(\vec{k}; E_\mu) \)

A. Orthogonalization procedure

To construct the set of orthonormal polynomials in \( \Omega \) belonging to the non-negative weight function
\( \delta(E - E_\mu(\vec{k}))/\Omega \) we may start from any convenient set of linearly independent polynomials in \( \vec{k} \).

Following Ref. 3, we choose a set of polynomials \( \{ \psi^{(\Gamma \ell \ell_\gamma)}(\vec{k}) \} \) that are (i) real;\textsuperscript{15} (ii) homogeneous of degree \( l \) in the components of \( \vec{k} \); (iii) symmetry adapted, i.e., transforming under the point-group operations according to the \( \ell \)th row of the irreducible representation \( \Gamma \); and (iv) normalized so that

\[
\psi^{(\Gamma \ell \ell_\gamma)}(\vec{k}) = \sum_{\ell} \sum_{\ell_\gamma} c_{\ell \ell_\gamma}^{(\Gamma \ell \ell_\gamma)}(\vec{k}) \psi^{(\ell \ell_\gamma)}(\vec{k}).
\]

Each polynomial \( \psi^{(\ell \ell_\gamma)}(\vec{k}) \) can be factored as the product of \( \beta \) and of a symmetry-adapted spherical harmonic of degree \( l - 2s \), which represents its angular dependence; \( s \) need not vanish because the constant-energy surface is not spherical. The index \( \ell \) distinguishes different harmonics of the same degree and symmetry species.

Symmetry-adapted spherical harmonics have been first introduced for the cubic group by Von der Lage and Bethel\textsuperscript{16} who called them Cubic harmonics. Their generalization to all crystallographic point groups, mainly by Altmann and collaborators, has led to a complete tabulation in Chap. 2 of Ref. 29.

We indicate the overlap integral of any pair of real functions \( f^{(\ell \ell_\gamma)}(\vec{k}) \) and \( g^{(\ell \ell_\gamma)}(\vec{k}) \), over the constant-energy surface \( E_\mu(\vec{k}) = E \) as

\[
\langle f | W_{E_\mu}(\Gamma) | g \rangle = \frac{1}{\Omega} \int_{\Omega} d\vec{k} \delta(E - E_\mu(\vec{k}))
\times f^{(\ell \ell_\gamma)}(\vec{k}) g^{(\ell \ell_\gamma)}(\vec{k}). \quad (3.2)
\]

Each polynomial \( P^{(\Gamma \ell \ell_\gamma)}(\vec{k}; E_\mu) \) is then constructed as a linear combination of the \( \psi^{(\ell \ell_\gamma)}(\vec{k}) \) with \( l \leq L \) by the following recursion procedure. We start with the lowest degree \( l_0 \) that occurs for the given \( \Gamma \) in the process of symmetry adapting the spherical harmonics. Generally \( l_0 \) is nondegenerate and we can set

\[
P^{(\Gamma \ell \ell_\gamma)}(\vec{k}; E_\mu) = \psi^{(\ell_0 \ell_\gamma)}(\vec{k}) \langle \psi^{(\ell \ell_\gamma)} | W_{E_\mu}(\Gamma) | \psi^{(\ell_0 \ell_\gamma)} \rangle^{1/2}. \quad (3.3)
\]

For each \( L > l_0 \), we first orthogonalize all the \( \psi^{(\ell \ell_\gamma)}(\vec{k}) \) with \( l = L \) to all the \( P^{(\ell_\ell_\gamma)}(\vec{k}; E_\mu) \) with \( L' < L \) and
define

\[
u^{(\ell \ell_\gamma)}(\vec{k}; E_\mu) = \psi^{(\ell \ell_\gamma)}(\vec{k}) - \sum_{L' < L} P^{(\ell \ell_\gamma)}(\vec{k}; E_\mu)
\times \langle P^{(\ell \ell_\gamma)}(\vec{k}; E_\mu) | W_{E_\mu}(\Gamma) | \psi^{(\ell \ell_\gamma)} \rangle. \quad (3.4)
\]

We then expand

\[
P^{(\Gamma \ell \ell_\gamma)}(\vec{k}; E_\mu) = \sum_{\ell_\gamma} c_{\ell \ell_\gamma}^{(\Gamma \ell \ell_\gamma)}(\vec{k}) \nu^{(\ell \ell_\gamma)}(\vec{k}), \quad (3.5)
\]

where the coefficients \( c_{\ell \ell_\gamma}^{(\Gamma \ell \ell_\gamma)}(\vec{k}) \) are to be determined as the eigenvectors of the positive semidefinite, real, and symmetric matrix:

\[
\langle \nu^{(\ell \ell_\gamma)} | W_{E_\mu}(\Gamma) | \nu^{(\ell \ell_\gamma)} \rangle. \quad (3.6)
\]

The \( c_{\ell \ell_\gamma}^{(\Gamma \ell \ell_\gamma)}(\vec{k}) \) are normalized in accordance with

\[
\langle \nu^{(\ell \ell_\gamma)} | W_{E_\mu}(\Gamma) | \nu^{(\ell \ell_\gamma)} \rangle = 1, \quad (3.7)
\]

where \( W_{E_\mu}(\Gamma) \) is the corresponding eigenvalue of the matrix (3.6). The residual sign arbitrariness of each \( c_{\ell \ell_\gamma}^{(\Gamma \ell \ell_\gamma)}(\vec{k}) \) is removed by requiring its component \( c_{\ell_\gamma \ell_\gamma}^{(\Gamma \ell \ell_\gamma)}(\vec{k}) \) to be positive.

Both the overlap integrals in Eq. (3.4) and the matrix elements (3.6) can be expressed in terms of the elementary structural parameters

\[
\langle \nu^{(\ell \ell_\gamma)} | W_{E_\mu}(\Gamma) | \nu^{(\ell \ell_\gamma)} \rangle. \quad (3.8)
\]

These are the quantities which we will calculate by numerical integration. Specifically, we restrict our attention to the examples listed in Table I for the irreducible representations \( A_{1g}, T_{2u}, \) and \( E_g \) of the cubic group up to \( L_{\text{max}} = 4 \). This sample of polynomials appears sufficient to illustrate general properties that are of interest at this time. Larger samples may, of course, become necessary, for example, if one were to represent a nonsmooth function of \( k \) over the constant-energy surface.

<table>
<thead>
<tr>
<th>( l )</th>
<th>( A_{1g} )</th>
<th>( T_{2u} )</th>
<th>( E_g )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( u_{00} )</td>
<td>( u_{10} )</td>
<td>( u_{10} )</td>
</tr>
<tr>
<td>1</td>
<td>( u_{10} )</td>
<td>( u_{20} )</td>
<td>( u_{20} )</td>
</tr>
<tr>
<td>2</td>
<td>( u_{21} )</td>
<td>( u_{11} )</td>
<td>( u_{11} )</td>
</tr>
<tr>
<td>3</td>
<td>( u_{21} )</td>
<td>( u_{31} )</td>
<td>( u_{31} )</td>
</tr>
<tr>
<td>4</td>
<td>( u_{30} )</td>
<td>( u_{40} )</td>
<td>( u_{40} )</td>
</tr>
</tbody>
</table>

TABLE I. Examples of basis polynomials for the group \( O_h \) (from Appendix of Ref. 3).
B. Parametrization of the s-d bands of copper

We performed the calculation for the s-d bands of metallic copper, for theoretical and experimental reasons. On the theoretical side, the band properties of Cu have been extensively investigated and it is believed that Cu is probably the best test for the band theory of metals. On the experimental side, the photoabsorption spectrum of Cu is so well known that it is taken as a reference spectrum for calibrations.

The band information relevant to our problem, namely, the family of constant-energy surfaces (2.1), was obtained by fitting the ab initio APW band calculation of Burdick using the Slater-Koster interpolation scheme. This method has proved applicable to many types of crystals having wide bands, which would not normally be considered to be tightly bound, and has been used recently to calculate two-dimensional band structures related to surfaces.

This procedure provides a cheap and accurate band structure $E_{\mu}(k)$ over the whole Brillouin zone but fails to provide the Bloch waves $\varphi_{\mu}(\mathbf{r}; \mathbf{k})$ because it determines only the integrals

$$ \langle a_{\alpha}(\mathbf{k}) | \hat{H}_{\mu} | a_{\beta}(\mathbf{r} - \mathbf{R}) \rangle, \tag{3.9} $$

$\mathbf{R}$ being a lattice vector of the crystal, rather than the atomiclike orbitals $\{a_{\alpha}(\mathbf{k})\}$ themselves. One might envisage calculating these orbitals by Kohn's variational method which evaluates a set of atomiclike orbitals $\{a_{\alpha}(\mathbf{k})\}$ ab initio from which all relevant informations about the band structure can be obtained. In a similar approach Chadi has shown that the bands of Ge, Si, and GeAs can be calculated with good accuracy from a few optimized Slater orbitals.

The fitting of the lowest six bands at 38 points in the basic domain $\Omega$ (or irreducible wedge) of the Brillouin zone has been carried out by simultaneous variation of the parameters following the techniques discussed by Connolly. All the interaction integrals (3.9) up to the second-nearest neighbors have been included for a total of 32 different parameters. The total rms deviation of the fit is 8 mRy, which is within the accuracy of the ab initio calculation. The "best estimate values" of the parametric integrals are listed in Table II. We used these values to evaluate the rms deviation for all the 84 points in the Brillouin zone where the first six ab initio bands are known. The value of 8 mRy was again obtained; only 10 points were found to have partial rms deviation larger than 10 mRy.

C. Integration procedure

We calculated the integrals

$$ \langle \psi_{1} | W_{\mu}(\mathbf{k}) | \psi_{2} \rangle = \frac{1}{\Omega} \int_{\Omega} d\mathbf{k} \delta(E - E_{\mu}(\mathbf{k})) \langle \varphi(\mathbf{r}_{1}^{(I)}); \mathbf{k}) | \varphi(\mathbf{r}_{2}^{(I)}); \mathbf{k}) \rangle \tag{3.10} $$

by the quadratic interpolation scheme (QUAD) for the examples listed in Table I using the dispersion relations $E_{\mu}(\mathbf{k})$ thus determined.

| $E_{s,0}(000)$ | -0.187 224 | $E_{s,2\sigma}^{2\sigma}(011)$ | -0.003 237 |
| $E_{s,0}(110)$ | -0.072 737 | $E_{s,0}(000)$ | 0.531 |
| $E_{s,0\pi}(110)$ | -0.014 983 | $E_{s,0}(110)$ | 0.104 |
| $E_{s,3\sigma^{2}+\pi}(110)$ | -0.006 167 | $E_{s,0}(011)$ | -0.001 |
| $E_{s,0\pi}(000)$ | -0.079 919 | $E_{s,0}(110)$ | 0.101 505 |
| $E_{s,0\pi}(110)$ | -0.019 662 | $E_{s,0}(200)$ | 0.010 271 |
| $E_{s,0\pi}(001)$ | 0.006 769 | $E_{s,3\sigma^{2}+\pi}(002)$ | -0.008 364 |
| $E_{s,0\pi}(011)$ | 0.012 393 | $E_{s,0\pi}(200)$ | 0.003 904 |
| $E_{s,3\sigma^{2}+\pi}(110)$ | 0.011 119 | $E_{s,0\pi}(002)$ | -0.000 040 |
| $E_{s,3\sigma^{2}+\pi}(000)$ | -0.075 699 | $E_{s,3\sigma^{2}+\pi}(002)$ | -0.007 245 |
| $E_{s,3\sigma^{2}+\pi}(110)$ | -0.009 420 | $E_{s,3\sigma^{2}+\pi}(002)$ | 0.000 598 |
| $E_{s,3\sigma^{2}+\pi}(200)$ | 0.018 213 | $E_{s,0}(200)$ | -0.003 851 |
| $E_{s,0}(110)$ | -0.073 195 | $E_{s,0\pi}(020)$ | -0.000 392 |
| $E_{s,0\pi}(110)$ | 0.001 866 | $E_{s,3\sigma^{2}+\pi}(002)$ | 0.009 265 |
| $E_{s,0\pi}(011)$ | -0.023 928 | $E_{s,0}(200)$ | 0.029 783 |
| $E_{s,3\sigma^{2}+\pi}(011)$ | -0.025 669 | $E_{s,0\pi}(200)$ | 0.013 203 |
It has been already stressed\(^6\) that, mainly for complicated band structures like those of transition metals, a "quadratic" interpolation scheme might be superior to any method which expands the eigenvalues \(E_\nu(k)\) locally only to first order.\(^7\) In fact, a large number of critical points occur in the band structure of transition metals. Analytic critical points are treated exactly by the QUAD scheme while in a neighborhood of a nonanalytical critical point a smoothing of the singularity is performed (for instance, a crossing of two bands which might occur along special directions in the Brillouin zone is approximated by two parabolas). This operational trend matches the considerations we made in Sec. I.

From a practical point of view, the QUAD scheme can be easily adapted to the calculation of integrals other than the density of states but involving arbitrary functions of the \(k\) vector, such as those in (3.10). On the other hand, the simple summation over a few "special points" in the Brillouin zone cannot be used because the functions in the integrand of (3.10) are neither smooth nor periodic, with the periodicity of the reciprocal lattice.

As it is always convenient to take full advantage of the symmetry of the Brillouin zone (the Wigner-Seitz unit cell of reciprocal lattice), the integral (3.10) should rather be written as

\[
\left\langle v_{\mathbf{k}1} | W_{\mu a}^{(\mathbf{F})} | v_{\mathbf{k}2} \right\rangle
\]

\[
= \frac{1}{\omega} \int d\tilde{\mathbf{k}} \delta(E - E_{\mu a}(\tilde{\mathbf{k}})) \frac{1}{n(\Gamma)} \sum_{j_1, j_2} v_{\mathbf{k}1}^{(j_1 \Gamma \mathbf{f})}(\tilde{\mathbf{k}}) v_{\mathbf{k}2}^{(j_2 \Gamma \mathbf{f})}(\tilde{\mathbf{k}}).
\]

(3.11)

Here \(\omega\) stands for any basic domain in the Brillouin zone (or any number of them) and \(n(\Gamma)\) is the dimension of the irreducible representation \(\Gamma\).

The function in braces is in fact an invariant under all operations of the point group of the crystal.\(^8\) Specifically, this function is an invariant polynomial, homogeneous of (even) degree \(l_1 + l_2\) in \(\tilde{\mathbf{k}}\).

It can therefore be expressed as a linear combination of the totally symmetric symmetry-adapted spherical harmonics, \(X^{l_1}_a(\tilde{\mathbf{k}})\), of degree \(l \leq l_1 + l_2\), multiplied by \(k_1^{l_1} k_2^{l_2}\). For example:\(^9\)

\[
\frac{1}{3} \sum_{j_1=1}^{3} v_{\mathbf{k}1}^{(j_1 \Gamma \mathbf{f})}(\tilde{\mathbf{k}}) X^{l_1}_a(\tilde{\mathbf{k}}) = \frac{k_1^l k_2^l}{111} \left[ 2^{1/2} \left\{ \begin{array}{c} 1 \\ 2 \\ 1 \\ 2 \end{array} \right\} \right] 75 X^{(j_1 \Gamma \mathbf{f})}_a(\tilde{\mathbf{k}}) + 189 \frac{1}{21} X^{(j_1 \Gamma \mathbf{f})}_a(\tilde{\mathbf{k}}) + 99 X^{(j_1 \Gamma \mathbf{f})}_a(\tilde{\mathbf{k}}).
\]

(3.12)

It follows that one has to evaluate by the Monte Carlo method only a minimal set of independent integrals. For instance, in order to generate the 35 orthonormal polynomials \(P^F_{L=4}(k; E_\nu)\) with \(L \leq 4\), one would need to know 31 integrals of the type (3.10). However, these integrals can be expressed in terms of only 11 independent integrals belonging to the minimal set.

IV. DISCUSSION OF THE NUMERICAL RESULTS

Initial tests of the program were conducted assuming a quadratic, spherically symmetric dispersion relation \(E(k) = k^2/2\). A mesh size of \(\frac{1}{10}\) of the \(\Gamma\) to \(X\) distance was found necessary and sufficient to contain within our statistical fluctuations a known systematic error of the QUAD scheme,\(^10\) namely, a spurious valley in the density of states followed by a spurious peak near the edge of the Brillouin zone. It was also verified that the spherical symmetry reduces the number of independent polynomials of degree \(l\) from \(\frac{1}{2}(l+1)(l+2)\) to \(2l+1\), by causing certain polynomials to vanish identically on the constant-energy surface. This occurs, e.g., for the second order of polynomials \(u_{2a}^F(\mathbf{k}) = (k^2 - (\mathbf{k})^2)/(1 - \mathbf{k})/\sqrt{5}\). These checks were successful only when all averages were taken over the same statistical sample.

The parameters of the calculation for the \(s-d\) bands of Cu were chosen as follows:

(i) The linear size of the cubical cells was fixed to \(\frac{1}{10}\) of the distance from \(\Gamma\) to \(X\). This corresponds to loading the eigenvalues \(E_\nu(k)\) at 505 points in the basic domain.

(ii) The spectral region from 0.2 to 0.8 Ry, above the absolute minimum of the lowest band, was explored. We then partitioned this energy interval into 100 histogram boxes of width 6 mRy.

(iii) The number of Monte Carlo sampling points was fixed at \(8^3 \times 200 = 102,400\). The average statistical error then ranges from 1.3\% for the narrowest band to 3.3\% for the conduction band.

The calculations of the integrals (3.10) for the basis polynomials listed in Table I took about 8 min on an IBM 370/195 computer. Figure 1 reports the density of states contributed by the six lowest bands (not counting the spin degeneracy). The position of the Fermi level was determined to be \(E_\nu = 0.653 \pm 0.003\) Ry, which coincides, within the rms error of our fitting (8 mRy), with the value of 0.659 Ry obtained by Burdick's \(\text{ab initio}\) APW calculation, whose results served as input for the present work.

The overlap integrals, which appear in Eq. (3.4), and the expansion coefficients of Eq. (3.5), were calculated up to \(l = 4\) for the three irreducible representations listed in Table I. These \(\sim 10^4\) numbers can be supplied on request. The following characteristic features of the orthonormal set of
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**FIG. 1.** Density of states contributed by the s-d bands of Cu. The statistical sample contains 102,400 Monte Carlo points; the width of the histogram boxes is 6 mRy. The Fermi level is at 0.635 ± 0.003 Ry. The inset shows, for comparison, Fig. 7 of F. M. Mueller, Phys. Rev. 153, 609 (1967).

(a) As mentioned above, all the polynomials \( u^{(I)}_{E_{L},k}(k) \) of maximum degree \( L = I \) are linearly independent over an arbitrary constant-energy surface, but they reduce to \( 2I+1 \) in the limit of spherical symmetry (here \( [I/2] \) means integer part of \( I/2 \)). This is because all \( u^{(I)}_{E_{L},k}(k) \) with \( s > 0 \) vanish identically in the spherical limit. The ratios

\[
\sin^2[\theta^{(I)}_{E_{L},k}(E_f)] = \frac{\langle u_{E_{L},k} | W_{E_{L}}(k) | u_{E_{L},k} \rangle}{\langle v_{E_{L},k} | W_{E_{L}}(k) | v_{E_{L},k} \rangle},
\]

with \( s > 0 \) can then be taken as measures of the degree of linear independence of the set \( \{u^{(I)}_{E_{L},k}(k)\} \), for given \( I \) and \( L \). As a geometrical analog, the parameter \( \theta^{(I)}_{E_{L},k} \) can be interpreted as the "angle" between the vector \( u^{(I)}_{E_{L},k}(k) \) and the subspace with \( L' < L \). The vector \( u^{(I)}_{E_{L},k}(k) \) is the component orthogonal to the subspace \( L' < L \). It thus vanishes for \( \theta^{(I)}_{E_{L},k} = 0 \). We therefore, expect a quasispherical surface to be characterized by small values of this parameter.

(b) By the same token, the parameter (4.2) will increase as the constant-energy surface becomes increasingly warped when approaching the Brillouin-zone boundary. In the example of a nearly-free electron, the ratio (4.2) would vanish as long as \( k^2 \) is constant over an energy surface even if this surface is interrupted by the intersection with the zone boundary, but warping would in fact prevent (4.2) from vanishing.

(c) A related set of parameters of the constant-energy surface which is worth discussing consists of the eigenvalues \( W_{E_{L}}(k) \) of the overlap matrix (3.8). As shown in Ref. 3, the density of states at the \( \bar{h} \) crystal cell can be subdivided into contributions from the various multipoles about the "central" cell. The density of states contributed by the \( \Gamma Lq \) multipole can be expanded then into a power series in \( \bar{h} \). If one retains only the terms of the lowest degree \( 2L \) in such an expansion, the density of states contributed by the \( \Gamma Lq \) multipole turns out to be proportional to the corresponding eigenvalue \( W_{E_{L}}(k) \) of the matrix (3.6). This eigenvalue thus represents, to lowest order, the weight of partitioning the density of states into multipoles.
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9The reasons for this choice will be discussed in Sec. III of the companion paper.
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15This is possible for those crystal point groups for which the matrices of the representations can be taken to be real.
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